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ABSTRACT: Although it is a topic of global concern, climate change implementation 

is typically regional. Finding an adequate Vector Autoregression (VAR) model to predict 

temperature, rainfall, and cloud coverage for the Jessore region of Bangladesh was the 

goal of this research project. The stationarity of variables was determined by ADF, PP, 

and KPSS unit root tests. Granger causality test was used to verify the endogenity among 

the variables. Employing AIC, VAR (11) model found best. The parameters associated 

with the model were estimated using the ordinary least square approach. Forecast error 

variance decomposition and impulse response function were utilized to reveal structural 

analysis, and the outcome revealed endogenous in the future. The predicted value showed 

a trend toward increasing temperature and a trend toward decreasing rainfall and cloud 

coverage. 

 

KEYWORDS: vector autoregression (VAR), impulse response function, granger 

causality, forecast error variance (FEV) decomposition, white noise. 

 

INTRODUCTION 

 

In fact, Bangladesh is one of the countries with the most experience with climate change. 

Most of the parts of her are not so high above sea levels and almost all the part of our 

country is flooded over year to year. Natural calamities like flood, tsunami, cyclones, 

storm, and drought are occurred regularly. People who reside in rural areas suffer severe 

consequences in significant numbers. That is why study of climate related variables badly 

in need for Bangladesh.  Numerous factors influence climate, but those three factors—

temperature, rainfall, and cloud coverage—have been chosen for forecasting, revealing 

relationships, demonstrating past and future behavior, and movement—all of which are 

crucial for Bangladesh, a country that is particularly vulnerable to climate change. The 

significance of this research lies in the fact that climate change is not just a local issue, 

but a national and global issue, and it is an integrated process. 

https://www.eajournals.org/
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In particular, time series modeling with specially vector Autoregression is a powerful 

way to extract past and future movements of multiple interrelated variables that are 

endogenous. In order to describe dynamic behavior in economic and financial time series, 

Sim (1980) used VAR models for forecasting. It is shown that, compared to the large 

scale Structural Economic Model, it has better predictive capacity and accuracy. Various 

research and studies on Climate change and its effects in Bangladesh at various times 

have been carried out by various governmental and non-governmental organizations and 

institutions. However, there has not yet been much attention paid to research on climate 

change behavior, estimation of movement and projections for future periods in southern 

Bangladesh. So, it is necessary to explore hidden pattern, movement, and their future 

behavior of restated climate variables. 

 

LITERATURE REVIEW 

 

Many researchers home and abroad have applied VAR model to predict multivariate time 

series data. A VAR model of democracy and trade balance was applied by Khan and 

Hossain (2010). Referable numbers of researchers have studied climate variables home 

and abroad. In order to monitor climate variability in Rajshahi and Rangpur Division, 

Ferdous and Baten (2011) applied a least square method for analysing the evolution of 

weather data temperature, rainfall, relative humidity and sunshine. In order to predict the 

temperature, humidity and cloud coverage in Rajshahi district of Bangladesh, Shahin et 

al. (2014) used a VAR model. The VAR model was also used by Liu et al., (2011) to 

study how climate problem predicts major international events, and how climate science 

feedback influences media and congressional attention on global warming, and climate 

change. Adenoma et al. (2013) used a VAR model to analyze the dynamic relationship 

between time series rainfall and temperature data in Niger State, Nigeria, and found that 

bidirectional causality exists. Moneta et al. (2011) applied structural VAR models to 

search for causality. Awokuse and Bessler (2003) adopted the VAR model to the US 

economy. Kleiber et al. (2013) developed a bivariate stochastic model applied to a daily 

temperature (minimum and maximum) dataset covering a complex landscape in 

Colorado, USA, to investigate climate effects, and successfully accounted for 

significant time-varying non-stationarity of quarter as a direct covariate and cross-

covariance functions. 

MATERIAL AND METHODS 

Data 

Temperature is an objective comparative measurement of hot or cold. The amount of 

water falling in rain within a given time and area usually expresses as a unit of 

measurement such as millimeter, inch or cm is considered as rainfall. Cloud coverage 

refers to the fraction of the sky obscured by clouds when observed from a particular 

location. The units of measurement of the considered variables are Celsius, mm, and 

octas respectively. This research is based on the monthly data of temperature, rain and 

cloud coverage in Jessore region from 1st January 1983 to 31st December 2015, which 

was collected by Bangladesh Meteorological Department. That is why sample size is 

https://www.eajournals.org/
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365. The data has been organized and no missing value has been found. We have 

arranged, furnished, and tabulated of the original raw data to pursue our objective of the 

study. The well-known software MS excel, MS word, and R package has been used to 

arrange this data set as a time series data and subsequent analysis has been conducted by 

various R packages. 

 

Test of Stationarity:  

To study VAR model, it is necessary to know stationarity for each of the variable under 

study. A time series is said to be stationary if it’s mean, variance remain constant over 

time and autocovariance depends only one the lag period not actual time period (see 

Gujarity(2003)). The are several test are available for testing stationarity of time series 

both graphical approach (time series plot and correlogram) and quantitative approach 

that is well known unit root test ((i) The Augmented Dickey-Fuller test, (ii) Philips-

Perron (PP) Test, and (iii) Kwiatkowski-Philips-Schmidt-Shin (KPSS) Test). The time 

series plot aid us to observe whether a time series is trending (upward or downward) 

behavior or random walk then it is said to be non-stationary. Autocorrelation function 

(ACF) and Partial Autocorrelation Function (PACF) against lag are also helpful to 

identify non-stationarity. Both ADF and PP tests consider the following hypothesis 

𝐻0: 𝛿 = 0 (non-stationary) against 𝐻0: 𝛿 < 0 (stationary). The null hypothesis is rejected 

if ADF test statistic (tau statistic) is less than the critical value. The PP test is on the basis 

of same hypothesis like ADF, 𝐻0: 𝛿 = 0 (non-stationary) against 𝐻0: 𝛿 < 0 (stationary). 

Unlike the ADF test, which is parametric in nature, the PP test is non-parametric in nature 

to ensure the serial correlation without the augmented term. 

 

In case of assuming hypothesis, Kwiatkowski-Philips-Schmidt-Shin Test (1992) test 

differs from the other tests. In this test, the series is assumed to be stationary under null 

hypothesis. The KPSS statistic is based on the residuals from the ordinary least square 

(OLS) regression of ty on the exogenous variables of lagged ty . For one exogenous 

variables using one lagged value of ty , the regression model can be written as follows: 

1t t ty y u          

Where 𝛿 = 𝜌 − 1  and 𝑢𝑡 is the error term if  𝛿 = 𝜌 − 1 = 0 then the series is 

said to be nonstationary.   

 

Vector Autoregressive Model 

The model was made famous by Chris Sims’s paper in 1980 for macro-economic 

forecasts. After then, VAR are well furnished through many text books and scientific 

articles. The renowned developers of VAR modeling are (Hamilton, 1994; Johansen, 

1995; Hatanaka, 1996; Lu¨tkepohl and Kra¨tzig 2004; Lu¨tkepohl2005; Litterman1986; 

Canova1995; Sun and Ni 2004; Ni and Sun, 2005; Liu and Theodoridis, and so on). 

 

Selected Variables under Study 

In a simultaneous equation model, some variables are treated as endogenous and others 

as exogenous. Sim (1980) states that all variables in a Vector Autoregressive (VAR) 

https://www.eajournals.org/
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system are endogenous. The idea behind creating a VAR model is that all variables under 

study are endogenous and usually none are exogenous (Gujarati 1993). Logically, the 

variables in our study: temperature, precipitation and cloud are endogenous. The 

endogeneity of variables can be tested using the Granger causality process proposed by 

Granger (1969) and later popularized by Sims (1972). Finally, variables with endogenous 

characteristics are selected for VAR analysis. 

 

Making a Model of Order P (Arbitrary) 

Let us denote the temperature, rainfall, and cloud coverage by tT , tR  and tC ; t  =1, 2,…,

N (Sample size = N ), respectively. The three variable VAR model of arbitrary order p 

can be denoted by VAR (p) and written as: 
1 1 2 2 3 3

1 11 1 1 11 1 1 11 1 1 1t t p t p t p t p t p t p tT c a T a T a R a R a C a C                
                      

 

1 1 2 2 3 3

2 21 1 2 21 1 2 21 1 2 2t t p t p t p t p t p t p tR c a T a T a R a R a C a C                
                  

 

1 1 2 2 3 3

3 31 1 3 31 1 3 31 1 3 3t t p t p t p t p t p t p tC c a T a T a R a R a C a C                                     

In matrix notation, we can write 
1 2 3

1 2 3
1 1 1

1 11 11 11 1 1

1 2 3 1 2 3

2 21 21 21 1 2 2 2 2

1 2 3
1 2 3

31 31 313 1 3
3 3 3

p p p
t t t p t

t t p p p t p t

t t t p t
p p p

a a aT c a a a T T

R c a a a R a a a R

a a aC c C Ca a a







 

 

 

           
           

               
                       

                            

Therefore, the reduced form of VAR process of order p can be written as follows  

1 1 2 2 ,t t t p t p ty c A y A y A y              1, 2,.....,t N                                                              

Where, ty is a 3 1  vector , c is a 3 1 vector of constants (intercept), iA is a 3 3 matrix 

(for each  1,2,....,i p ), and t is distributed as ~ (0, )t NID  . 

 

Lag order Selection: 
The first step in building a VAR model is to choose the order of the VARs which can be 

determined by Akaike Information Criteria (AIC) (Akaike, 1974). The mathematical 

form of AIC is as follows: 
22 ( 1)ˆlog ( )

m p
AIC p

N


                                               

  With 1

1

ˆ ˆ( )
N

t t

i

p N  



    and 2( 1)m p  is the total number of the parameters in each 

equation, m is the number of equation or variables in VAR model, and p determines the 

lag order.  

 

Parameter Estimation 

The OLS estimate of the considered equation can be briefly expressed as follows: 

𝑌 = 𝐵𝑍 + 𝑈 

Where, = (𝑐, 𝐴1, 𝐴2, ⋯ , 𝐴𝑝) ; 𝑍𝑡 = [1 𝑦𝑡 , … , 𝑦𝑡−𝑝+1]
′
and 𝑈 = [𝑢1, 𝑢2, ⋯ , 𝑢𝑇)]′ 
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It may be noted that the multivariate LS estimator �̂� is identical to the ordinary LS (OLS) 

estimator obtained by minimizing 

                                                𝑆̅(𝛽) = 𝑢′𝑢 = [𝑦 − (𝑍′ ⊗ 𝐼𝑘)𝛽]′[𝑦 − (𝑍′ ⊗ 𝐼𝑘)𝛽]                                          

Now, the LS estimate of the problem can be found after solving this matrix operation 

                                               �̂� = ((𝒁𝒁′)−𝟏𝒁⨂𝑰𝒌)[(𝒁′ ⊗ 𝑰𝒌)𝜷 + 𝒖]                                            

Diagnostic Checking  

Several diagnostic tests criteria are required to declare a model to be a good fit, including: 

Q-Q plot to check normality of residuals, unit root to check stationary residuals, and 

Durbim-Watson (1951) d-test to check autocorrelation. Outliers were checked using 

standardized residual plots. 

 

Forecasting:  

Forecasting is predicting the value of a variable based on known values in the past. In 

VAR models, this prediction also depends on the lag values of other endogenous 

variables. The compacted form of the VAR model is suitable for forecasting because it 

represents the conditional mean of the stochastic process. The one-step ahead forecasts 

are represented as follows: 

 

A VAR (P)-model is given as  

                      1 1 2 1 1
ˆ ˆ ˆˆ

t t t p t py A y A y A y                                                             

And successively we will find 2 3
ˆ ˆ ˆ, ,....., ,.....t t t hy y y    

 

Forecast Error Variance Decompositions 

The Forecast Error Variance Decomposition (FEVD) quantify the question, how much 

of the forecast error variance is caused by the structural shock? Using orthogonal shocks

t , the h-step forward forecast error vector with well-known VAR determinants can be 

written as 
1

|

0

h

T h T h T s T h s

s

Y Y 


   



    

Where 
|T hTY 

is h-step forecasts based on information available at time T 

For a particular variable
,i T hY 

, this forecast error has the form 

           

1 1

, , | 1 1, ,

0 0

h h
s s

i T h i T h T i T h s in n T h s

s s

Y Y    
 

     

 

      

Where
2 var( )j jt  , is the fraction of var(

, , |i T h i T hTY Y  ) cause by the shock
j , 
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1
2 2

0
, 1 1

2 2 2 2

1 1

0 0

( )

( ) , , 1,...

( ) ( )

h
s

j ij

s
i j h h

s s

i n in

s s

FEVD h i j n


 

 

   





 

 

 

 



 
            

A VAR with n variables has 
2n

, ( )i jFEVD h values. It is important to note that FEVD is 

dependent on the causal order used to determine structural shocks ( t ), and is not unique. 

Alternatively, different sequences of causal produce different FEVD values. 

 

Impulse Response Functions 

Any covariance stationary VAR (p) process has a Wold representation of the form 

1 1 2 2t t t tY                          

Where the (n × n) moving average matrices s  are determined recursively using 

1

p

s s j j

j





     

It is tempting to interpret the (i, j)-th element,
s

ij , of the matrix s  as the dynamic 

multiplier or impulse response i.e. 
s

ij  represents the effect of unit shocks on system 

variables. 

, ,

, ,

s

ij

yi t s yi t

j t j t s

 

 


  


   ,i j =1, 2,……….., n 

However, this illustration is only possible if var ( t ) = is a diagonal matrix in which 

the elements of t are uncorrelated.  

 

RESULTS AND DISCUSSION 

 

Selecting Variables under Study: 

 

 

 

 

 

  

 

 

 

 

 

 

 

Figure 1. Graph for the course of causality 
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Table 1. F statistics for the pair wise Granger causality test on selected variables 

Null Hypothesis                                               Lag 

 

                   1           2          3           4          5            6           7               8               9   

R T   7.61*  9.41*   24.84*  32.29*  34.72*  23.20*   9.91*         7.71*       7.97*   

T R  76.15*  51.34* 40.22*  28.95*  20.82*  14.74*  12.26*     10.33*        9.41* 

C R  89.49*  60.04*  37.99* 25.77* 14.05*   11.47 *   8.44*     6.54*        6.68* 

R C  1.50    0.81   1.66   5.46*          5.95*        6.06*   5 .50*    4.83*        3.91*      

T C   85.86*   34.95*  16.81*  7.46*   9.46*  11.72*   16.59*   17.16*       14.55* 

C T   4 .56   49.70*   87.62*   82.65*  75.99*  49.87*   27.35*   20.83*     20.64* 

 

Remark: The symbol means “does not granger cause”. The asterisk (*) indicates 

the statistical significance at the 1% level. 

 

Lag Order Selection: 

Table 2. Determination of lag length of VAR (P) model 

 

Lag Log L AIC 

1 -3578.45 11.296 

2 -3436.266 10.611 

3 -3320.624 10.112 

4 -3254.022 9.863 

5 -3206.635 9.684 

6 -3175.795 9.613 

7 -3149.915 9.557 

8 -3118.766 9.457 

9 -3096.662 9.427 

10 -3071.906 9.377 

11 -3031.258 9.231 

 

Comment: From above table, AIC indicates that the adequate model is VAR (11) 

regarding our research variables. 

 

Parameter Estimation 

The parameter of VAR (11) model are estimated by Ordinary Least Square (OLS).  

Estimated value of the parameter of VAR (11) model including constant and trend are 

given as follows: 
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Table 3. The estimated coefficient of VAR (11) model 

Variables             tR                                              tT                                       tC  

const   1̂ 979.4c      2
ˆ 31.0528c     3

ˆ 2.42c 
 

1tR    
1

11â  0.0251   
1

21â  -0.0007                        
1

31
ˆ 0.0008a    

2tR    
1

12â  0.0377   
1

22â  -0.0003           
1

32
ˆ 0.00040a  

 

3tR      
1

13â  -0.0421   
1

23â  0.0006   
1

33
ˆ 0.0001a 

 

4tR    
1

14â  0.0323   
1

24â 0.0004                      
1

34
ˆ 0.0007a    

5tR    
1

15â  0.0985   
1

25â  -0.0002                      
1

35
ˆ 0.0003a    

6tR    
1

16â  0.0516   
1

26â  -0.0007                        
1

36
ˆ 0.0006a   

7tR    
1

17â  0.0217   
1

27â  0.0002                       
1

37
ˆ 0.0005a    

8tR    
1

18â  0.0488   
1

28â 0.0013*           
1

38
ˆ 0.0008a    

9tR    
1

19â  0.0423   
1

29â  -0.0006          
1

39
ˆ 0.00031a    

10tR    
1

110â  0.0896   
1

210â  -0.0009          
1

310
ˆ 0.00006a   

11tR    
1

111â  0.0463   
1

211â 0.0061           
1

311
ˆ 0.0001a    

1tT    
2

11â  4.6800               
2

21â  0.3486***           
2

31
ˆ 0.0248a    

2tT    
2

12â  0.0652   
2

22â  -0.0674   
2

32
ˆ 0.0245a   

3tT    
2

13â 7.528   
2

23â  -0.1414*   
2

33
ˆ 0.0276a   

4tT    
2

14â  0.1297**  
2

24â  -0.1809**                  
2

34
ˆ 0.0298a   

5tT    
2

15â  -5.277   
2

25â 0.1078         
2

35
ˆ 0.0635*a    

6tT    
2

16â  0.0824   
2

26â 0.0482                     
2

36
ˆ 0.0160a    

7tT    
2

17â  -0.594   
2

27â  0.0331           
2

37
ˆ 0.0032a    

8tT    
2

18â  1.707   
2

28â  -0.0719           
2

38
ˆ 0.0569a    

9tT    
2

19â  -2.817   
2

29â  -0.1561*         
2

39
ˆ 0.0692*a    

10tT    
2

110â  4.963   
2

210â  -0.0813         
2

310
ˆ 0.0777*a   

11tT    
2

111â  5.070   
2

211â 0.2692***      
2

311
ˆ 0.0894*a   

1tC    
3

11â  11.32   
3

21â  0.1195         
3

31
ˆ 0.1848**a   

2tC    
3

12â  -0.192   
3

22â 0.1844            
3

32
ˆ 0.1383*a   

3tC    
3

13â 10.66   
3

23â  -0.3402   
3

33
ˆ 0.0854a   

4tC    
3

14â  -2.56   
3

24â  -0.3328            
3

34
ˆ 0.0550a   

5tC    
3

15â  -5.277   
3

25â 0.1298  
3

35
ˆ 0.0911a    

6tC    
3

16â  0.824   
3

26â  -0.0212  
3

36
ˆ 0.1744**a    

7tC    
3

17â  0.5943   
3

27â  0.0101  
3

37
ˆ 0.0883a   

8tC    
3

18â  2.147   
3

28â  -0.1842  
3

38
ˆ 0.0183a   
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9tC    
3

19â  17.55*   
3

29â 0.1154  
3

39
ˆ 0.0180a    

10tC    
3

110â  -13.66   
3

210â  -0.0266  
3

310
ˆ 0.1091a   

11tC    
3

111â  12.81   
3

211â 0.2877  
3

311
ˆ 0.291***a 

 
Trend     -0.05788   0.00239*   -0.002047*** 

Note: The asterisk ***, **, and * demonstrates the statistical significance at the 1%, 5%, and 10% 

levels, respectively. 

 

Diagnostic checking of VAR model 
Diagnostic checking is an important step in the model building process. In this section, we measured 

the fit of the VAR model. After fitting the VAR model, we should check whether our assumptions 

have been met or not. If the default setting does not satisfy the selected model, it may be misleading. 

In most modeling cases, overall goodness of fit is assessed by the nature of the residuals. Thus, it is 

necessary to quickly assess the residual behavior before claiming model adequacy. 

 

Stationary and autocorrelation test of residual: 

The ADF test assumed the following hypothesis. 

0H : The series is nonstationary  

1H : The series is stationary 

 

Table 4. Augmented Dickey-Fuller test for residual obtained from VAR(11) model 

                Series  of Residuals      ADF value    P-Value   Level of  significance     Decision 

                      Rainfall                  -6.233              0.01                  0.05                  Stationary 

                      Temperature          -6.431              0.01                   0.05                  Stationary 

                      Cloud Coverage    -5.943              0.01                   0.05                   Stationary 

 

Durbin Watson test assumed the following hypothesis   

0H :   0 i.e. there is no autocorrelation. 

1H :  0 i.e. there is autocorrelation. 

 

Table 4. Durbin-Watson test for checking autocorrelation 

 Series of Residuals              DW- Value                  Comment 

                          Rainfall                                    2.004                     No Autocorrelation 

                         Temperature                             2.088                      No Autocorrelation 

                        Cloud Coverage                        2.067                       No Autocorrelation 

 

Normal Q-Q plot: 
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Figure 2. Normal Q-Q plot for the residuals of VAR (11) model 

 

Comments: From the Q-Q plot, it is appeared to be normally distributed, because it is observed that 

the points of all residual for our study variable (Rainfall, temperature and cloud coverage) lie quite 

close to the straight line; close enough to say these data come from a normal distribution. It is also 

seen that a few number of random point rotate about the line; this does not incapacitate these data 

from being normal. 

 
Figure 3. Histogram of the residual of VAR (11) model 

Comment: The histogram of residual VAR (11) model’s variables are approximately normally 

distributed. 

  
                     Figure 4.(a)                  Figure 4.(b)                                      Figure 4.(c)                 

 

Figure 4. EDF of the residual of VAR (11) model of Rainfall, Temperature and, Cloud Coverage. 
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Comment: From the above histogram and empirical distribution function (EDF), it can be seen that 

the residual of rainfall, temperature and cloud coverage for our selected VAR model are 

approximately normally distributed. It also exhibit that by using VAR (11) model the histogram of 

residual for rainfall, temperature and cloud coverage are roughly platykurtic (flat), leptokurtic and 

leptokurtic (thin) respectively. 

 

 
Figure 5. Comparison  of original value and fitted value, residual and ACF and PACF of residual 

for rainfall 

 

Comment:  From the above graph, we see that   the original rainfall and fitted rainfall by using 

VAR (11) model are approximately resemblance. The residuals are fluctuating positively and 

negatively around the line zero. The residual of the VAR (11) model's autocorrelation and partial 

autocorrelation graphs support the assumption of white noise. 
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Figure 6. Comparison of original vs fitted value, residual and ACF and PACF of residual for 

maximum temperature 

Comment: We notice from the preceding graph that the initial temperature and the estimated 

temperature by using VAR (11) model are identical. Around the line zero, the residuals are varying 

positively as well as negatively. The residual of the VAR (11) model's autocorrelation and partial 

autocorrelation graphs support the assumption of white noise. 

 

 

 
Figure 7. Comparison of original vs fitted value, residual and ACF and PACF of residual for cloud 

coverage  
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Comment: The aforementioned graph demonstrates that the initial amount of cloud coverage and the 

amount of cloud coverage that was fitted using the VAR (11) model are about the same. Around the 

line zero, the residuals oscillate in a positive and negative direction. White noise is supported by the 

residual of the Autocorrelation & Partial Autocorrelation Graphs from the VAR model (11). 

 

Outlier Detection by Standardized Residual: 

 

 
                      

Figure 8. Outlier detection plot for Rainfall 

 

Comment: We see that there are five residuals for the series of rainfall falls outside 3.0, with their 

absolute values being regarded as outliers, from the standardized residuals in addition to from the 

graphical depiction. September 1986 = 4.134, August 1987 = 4.318, October 2003 = 3.349, 

September 2004 = 6.424, and July 2007 = 4.253 are the values of the five residuals. 

 

 
                                                Figure 9. Outlier detection plot for Temperature 

  

Comment: Similar to this, it appears that there is a residual for the series temperature that is greater 

than 3.0, measured in absolute terms. February 2006 = 3.85 is the value of the residuals. 
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                                      Figure 10. Outlier detection plot for Cloud Coverage 

 

Comment: We can see from the aforementioned graphs that there is a residual with an absolute 

value for the series where cloud coverage is outside of 3.0. A tiny outlier can be identified in the 

residual value of January 1998, which is 3.163, but it has a very little effect overall the model's 

performance. 

 

Forecast Error Variance Decomposition: 

The time is referred to here as a month because the study data are collected on a monthly basis.  The 

following table displays the FEV decomposition value for the predicted horizons of 1, 6, 12, 18, and 

24 months. The decomposition separates the forecast variance into various components each with 

their own innovations to explain them. 

 

Table 5. Forecast Error Variance Decomposition of VAR (11) Model. 

 

FEV in                 Period(month)         Rainfall               Temperature              Cloud Coverage 

Rainfall                    01                           100.000 00.000  00.000 

                                 06                           93.053 05.267  01.678 

                                 12  87.540 06.259  06.200 

                                 18 84.771 07.151  05.077 

                                 24 82.010 08.210  09.778 

Temperature             01 02.253 97.746  00.000 

                                 06        02.485 90.275  07.238 

                                 12  05.366 86.406  08.226 

                                 18 04.455 82.669  12.875 

                                 24 05.107 81.823  13.069 

Cloud Coverage        01 10.268 37.212  86.009 

                                  06        10.784 05.065 84.151 

                                 12  10.785 10.085 79.129 

                                 18 10.471 09.632 79.897 

                                 24 09.758 12.587 77.672 

 

Comments: The table shows the impact of temperature, cloud coverage, and rainfall on each other. 

After a year (12 periods), the rainfall appeared to be the less exogenous factor in the system that 

explained more than 85% of its FEV. More than 6% of the fluctuation was accounted for by the 
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temperature and cloud coverage. Additionally, we notice that the erogeneity of rainfall is steadily 

waning while temperature and cloud cover accounted for more than 8% and 9% of the total for the 

upcoming year's (24) periods, respectively. After a year, the temperature alone accounted for more 

than 85% of the FEV. Rainfall and cloud cover accounted for more than 5% and 8% of the 

temperature fluctuation, respectively. Additionally, we observed that rainfall and cloud coverage 

accounted for more than 5% and 13% of the increase in the next year's (24) periods' rainfall and 

exogenity of temperature, respectively. After a year, the cloud coverage itself accounted for more 

than 79% of the FEV. Additionally, temperature and precipitation contributed more than 10% of the 

FEV to the variance in cloud cover. Therefore, there is definitely a relationship among climate-related 

variables. 

 
 

Figure 11. Graphical representations of Forecast Error Variance Decomposition (FEVD) of 

selected variables 

 

Impulse Response Function for the VAR (11) Model 

To find out the response of an endogenous variable to a change in one of the innovations in the VAR 

system is the main task of Impulse Response Function (IRF). Impulse response analysis is a statistical 

technique for investigating the relations between the variables in a VAR model. In this function X 

axis lies in the horizon on the horizontal and response on Y axis lies in the vertically. It traces the 

effect of a one standard deviation shock to one of the innovations on current and future values of the 

dependent variables through the dynamic structure of the VAR. 
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Figure 12. Impulse Response Function (IRF) from the cholesky decomposition for VAR (11) model. 

The scale in the X axis indicate the lag in month 

Comment: From the graph we observe  over the eleven month period considered a shock in rainfall 

has significant impact on rainfall up to three months into the future and then the impact of the effect 

dies out quickly and again showed significant after 9 month.. It also seen that the impulse response 

from rainfall to temperature is gradually increasing. Also response from rainfall to cloud coverage 

showed a significant impact on second and eleven month. Temperature has a significant impact on 

itself after 4 month. And orthogonal response from temperature to cloud coverage the response of the 

amount cloud coverage has an obvious fluctuation; there is lowest negative effect on the first month, 

highest effect on the eleven month. And at last the orthogonal impulse form cloud coverage to rainfall, 

temperature and itself, it is seen that about half response of rainfall is positive and rest of the half is 

negative. Cloud coverage has significant impact on itself up to three months into the future and then 

the impacts of the effect are diminishing after time to time. 
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Fig.1.14: Forecasted plot from the fitted VAR (11) model of the climatic variables of rainfall, 

temperature, and cloud coverage. 

 

CONCLUSION 

 

Three significant climatic variables were examined in this study: rainfall, temperature, and cloud 

coverage. Also bidirectional causality detected among these variables under granger causality and it 

shows all the variables are interrelated which support use of VAR analysis. Appropriate VAR order 

was determined using AIC and found that order 11gives the best selection. At the diagnostic checking 

step, VAR (11) model reveals the residual are non-autocorrelated, stationary and approximately 

normally distributed. From the model, it is clear that more than 61%, 85%, and 87% of endoginoty 

of the climatic variable can be explained by rainfall, temperature and cloud coverage regression 

equation. Forecast error variance decomposition (FEVD) was utilized, and it shows that after a year 

(12 periods), rainfall proved to be the less exogenous factor in the system, explaining more than 85% 

of its FEV. More than 6% of the fluctuation was accounted for by the temperature and cloud coverage. 

After one year, temperature accounted for more than 85% of FEV. Rainfall and cloud coverage 

quantify for more than 5% and 8% FEV of the temperature fluctuation, respectively. After a year, the 

cloud coverage itself accounted for more than 79% of the FEV. Once more, in the variability of cloud 

coverage, temperature and rainfall contributed for more than 10% of the FEV. Therefore, there is a 

relationship between the climatic factors.  
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