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Abstract: Detecting text generated by large language models (LLMs) is a growing 

challenge as these models produce outputs nearly indistinguishable from human 

writing. This study explores multiple detection approaches, including a Multi-Layer 

Perceptron (MLP), Long Short-Term Memory (LSTM) networks, a Transformer block, 

and a fine-tuned distilled BERT model. Leveraging BERT's contextual understanding, 

we train the model on diverse datasets containing authentic and synthetic texts, 

focusing on features like sentence structure, token distribution, and semantic 

coherence. The fine-tuned BERT outperforms baseline models, achieving high accuracy 

and robustness across domains, with superior AUC scores and efficient computation 

times. By incorporating domain-specific training and adversarial techniques, the model 

adapts to sophisticated LLM outputs, improving detection precision. These findings 

underscore the efficacy of pretrained transformer models for ensuring authenticity in 

digital communication, with potential applications in mitigating misinformation, 

safeguarding academic integrity, and promoting ethical AI usage. 

 

Keywords: large language models, GenAI, classifier, machine learning, pretraining, 

natural language processing, fine tuning, detection  

 

 

INTRODUCTION 

The rise of Large Language Models (LLMs) such as GPT, BERT, and their successors 

has revolutionized the field of Natural Language Processing (NLP), enabling the 

generation of text that is nearly indistinguishable from human writing. These 

advancements have fueled significant innovation across industries, powering 

applications in content creation, conversational AI, and automated decision-making 

systems. However, this growing sophistication has also introduced a critical challenge: 
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the detection of machine-generated text. As LLMs become increasingly adept at 

mimicking human writing styles, distinguishing between authentic and synthetic 

content has emerged as a pressing concern. 

The ability to detect LLM-generated text is essential for addressing several ethical, 

societal, and security-related challenges. These include combating misinformation, 

safeguarding academic integrity, and ensuring responsible AI deployment in areas such 

as journalism, education, and public discourse. Traditional methods for text authenticity 

detection, including n-gram analysis and stylometric techniques, have proven 

inadequate in identifying outputs from modern LLMs due to their nuanced contextual 

understanding and semantic coherence. 

In this context, leveraging advanced machine learning techniques, particularly 

transformer-based architectures, offers a promising path forward. Transformers such as 

BERT and its distilled variants have demonstrated exceptional capabilities in text 

classification and comprehension tasks. Their pretraining on extensive corpora allows 

these models to capture intricate patterns and dependencies in textual data, making them 

ideal for detecting the subtle characteristics of LLM-generated text. 

This study investigates the potential of a fine-tuned, distilled BERT model in addressing 

the challenge of LLM-generated text detection. By comparing the performance of this 

model against baseline approaches such as Multi-Layer Perceptrons (MLPs), Long 

Short-Term Memory (LSTM) networks, and transformer blocks, this research aims to 

identify the most effective strategies for ensuring robustness and accuracy. The fine-

tuned BERT model incorporates domain-specific training and adversarial techniques, 

enabling it to adapt to the sophisticated outputs of modern LLMs. 

Through this work, we seek to advance the state of automated text authenticity 

verification, contributing to the broader goals of fostering trust and integrity in digital 

communication. This research not only offers a comprehensive evaluation of model 

architectures but also explores practical applications in mitigating misinformation and 

promoting ethical AI practices. 

1. LITERATURE REVIEW 

The rapid advancements in large language models (LLMs) such as GPT, BERT, 

and their successors have revolutionized natural language processing (NLP) [1]. These 

models enable the generation of human-like text for diverse applications, including 

content creation, conversational agents, and automated writing tools [2]. However, 

alongside their transformative potential, LLMs pose challenges in distinguishing 

machine-generated content from human-authored text. This difficulty raises significant 

concerns about misinformation, content authenticity, and ethical usage, especially in 

domains such as news dissemination, academic writing, and social media [3]. 

 

Earlier approaches to text authenticity detection relied on handcrafted features and 

statistical techniques. Common methods included n-gram analysis, perplexity scores, 
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and stylometric measures, which examined linguistic patterns and deviations in writing 

style. Linguistic cues have been leveraged to identify machine-generated text [4]. While 

these methods were effective for earlier, less sophisticated generative models, they 

struggled to generalize to newer, more contextually aware LLMs. The increasing 

fluency and semantic coherence of modern LLMs rendered traditional feature-based 

methods inadequate, prompting a shift towards model-based solutions. 

 

Deep learning models, including Multi-Layer Perceptrons (MLPs) and Long Short-

Term Memory (LSTM) networks, provided a new foundation for text authenticity 

detection [5, 6]. MLPs, although effective for basic classification tasks, lacked the 

ability to capture sequential dependencies inherent in text data. LSTMs addressed this 

limitation by introducing memory cells capable of retaining long-range dependencies, 

which enhanced their performance in text-related tasks [7]. Despite their improvements 

over traditional methods, LSTMs struggled with scalability and computational 

efficiency when applied to large-scale datasets. 

 

The advent of transformers marked a significant leap in NLP capabilities. The 

transformer architecture, introduced in 2017, employs self-attention mechanisms to 

model complex dependencies in text data [8]. This innovation paved the way for 

powerful pretrained models such as BERT and its variants like RoBERTa [9]. These 

models, trained on massive corpora, excel in a wide range of NLP tasks, including text 

classification and generation. RoBERTa, in particular, has demonstrated robust 

performance in text classification tasks due to its improved pretraining techniques and 

hyperparameter tuning. 

 

Recent studies have explored fine-tuning pretrained transformers for LLM-generated 

text detection. Research has demonstrated that fine-tuning BERT and RoBERTa on 

diverse datasets significantly improves detection accuracy [10]. These approaches 

leverage the contextual understanding of transformers to differentiate between human-

written and machine-generated text. Additionally, adversarial training has gained 

prominence as a method to enhance detection robustness. Adversarially generating 

machine text has been proposed as a training method for detection models, enabling 

them to generalize better to unseen LLMs [11]. Studies have focused on methods to 

address specific limitations of LLMs, such as sensitivity to order in structured tasks, to 

improve their robustness and adaptability across diverse applications [12]. 

 

Building on prior research, this study focuses on fine-tuning the BERT model for 

detecting LLM-generated text with enhanced accuracy and robustness. It incorporates 

domain-specific training and adversarial techniques to address the challenges posed by 

increasingly sophisticated LLMs. Furthermore, the study evaluates and compares the 

performance of various architectures, including MLPs, LSTMs, and transformer blocks, 

to provide a comprehensive understanding of their relative strengths and limitations. 

By leveraging state-of-the-art methods, this research aims to advance automated text 

authenticity verification, contributing to the broader goal of maintaining trust and 

integrity in digital communication [13]. In addition to detecting LLM-generated text, 

advanced machine learning techniques have been applied in cybersecurity, 
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demonstrating the potential of AI-driven systems to enhance digital security and 

maintain data integrity [14]. This emphasizes the critical role of detection systems in 

fostering authenticity and trust in digital communication. 

 

2. METHODOLOGY 

This study employs a fine-tuning approach using the pretrained RoBERTa model 

to detect text generated by large language models (LLMs). The methodology is 

designed to capitalize on RoBERTa's robust language representation capabilities while 

addressing the unique characteristics of synthetic text. The process involves dataset 

preparation, fine-tuning on labeled data, and rigorous evaluation to ensure accuracy and 

generalizability across different domains and LLM types. The model is trained on 

diverse datasets containing both human-written and machine-generated text, with 

domain-specific adjustments and adversarial training for robustness. To ensure the 

quality and consistency of the labeled dataset, inter-annotator agreement was assessed 

using metrics such as the Kappa Score, which provides a measure of reliability among 

annotators [15].  

 

3.1 DATASET DESCRIPTION 

 

The dataset comprises both human-written and LLM-generated text to ensure diversity 

and relevance. Human-written text is sourced from open-access datasets such as the 

Penn Treebank, OpenWebText, and academic articles from arXiv, covering a wide 

range of topics, writing styles, and domains to achieve comprehensive representation. 

LLM-generated text samples are created using prominent language models like GPT-

3, GPT-4, and Bloom, with synthetic text generated by prompting these models with 

topics derived from the human-written dataset to ensure coherence and contextual 

relevance [16]. The data undergoes preprocessing to remove noise, normalize text 

formats, and balance the dataset. This process includes removing stop words, special 

characters, and duplicate entries to maintain high data quality.  

 

To illustrate the differences between human-written and LLM-generated text [17], Tab-

1 provides representative examples. These examples highlight the nuanced challenges 

in distinguishing between the two, especially in scenarios where LLMs fabricate 

responses or abstain from providing answers. Notably, human adjudication may rely on 

specific indicators such as explicit disclaimers in LLM-generated content. Text 

generated by LLMs during normal operation and instances in which they fabricate facts 

often exhibit no intuitively discernible differences. When LLMs either abstain from 

providing an answer or craft neutral responses, certain indicators, such as the explicit 

statement “I am an AI language model,” may facilitate human adjudication, but such 

examples are less frequent. 
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Table 1. Examples of human-written text and LLM-generated text 

Type Question Human Written LLM Generated 

Normal Explain what is 

NLP? 

Natural language 

processing (NLP) is 

an interdisciplinary 

subfield of 

linguistics, computer 

science, and artificial 

intelligence . . . 

Natural language 

processing (NLP) is a 

field of computer 

science, artificial 

intelligence, and 

linguistics that focuses 

on . . . 

Refusal How is today 

special? 

Today’s Special is a 

Canadian children’s 

television show 

produced by Clive 

VanderBurgh at 

TVOntario from 1981 

to 1987. 

I’m sorry, but I am an 

AI language model and 

do not have access to 

current dates or events. 

Is there anything else I 

can help you with . . . 

Fabricated Explain what is NLP 

based on one 

publication in the 

recent literature. 

In “Natural language 

processing: state of 

the art, current trends 

and challenges”, NLP 

is summarized as a 

discipline that uses 

various algorithms, 

tools and methods to . 

. . 

NLP is a 

multidisciplinary field 

at the intersection of 

computer science, 

linguistics, and AI, as 

described in a recent 

peer-reviewed 

publication titled 

"Natural Language 

Processing: A 

Comprehensive 

Overview and Recent 

Advances" (2023) ... 

 

The original dataset we started with exhibited a significant imbalance, as illustrated in 

Fig-1. Imbalanced datasets can pose challenges for machine learning models, often 

leading to biased predictions and poor generalization. To address this issue and ensure 

that our model learns effectively, it was crucial to create a balanced dataset. To achieve 

this, we utilized a large language model (LLM) to generate additional examples, 

specifically designed to counter the imbalance in the original dataset. These new 

examples were crafted to reflect diverse topics, ensuring comprehensive coverage 

across different data categories. By incorporating such diversity, we aimed to prevent 

the model from overfitting to specific patterns or biases present in the original dataset.  

 

The process of dataset augmentation using LLM-generated examples not only 

improved the dataset's balance but also enriched its quality and variety. This approach 

is particularly advantageous in scenarios where collecting additional real-world data is 

impractical or resource-intensive. The augmented dataset enabled our model to learn 
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from a more representative and equitable sample, ultimately enhancing its robustness 

and performance in distinguishing between human-written and machine-generated text. 

Left side image shows the data skewness in the label distribution after augmenting the 

Human data from various research papers, the label distribution is approximately equal. 

 

  

Figure 1. Label distribution before and after data augmentation. 

 

MODEL ARCHITECTURE 

 

The architecture is built upon a distilled BERT model, a robust transformer model pre-

trained on a large corpus of English text [18]. Its key features include an embedding 

layer that converts input tokens into dense vector representations using pre-trained 

embeddings, followed by transformer layers consisting of self-attention and feed-

forward mechanisms to capture contextual dependencies effectively [19]. At the top of 

the model, a classification head is implemented as a feed-forward layer to map BERT’s 

outputs to binary labels, distinguishing between human-written and LLM-generated 

text.  

 

Additionally, fine-tuning modifications are applied, with the final layer specifically 

adapted for the binary classification task, and dropout is incorporated to mitigate 

overfitting and enhance generalization. Transformer models have demonstrated 

exceptional performance across a wide range of tasks, from natural language processing 

to computer vision applications. For instance, they have been successfully applied to 

automate LaTeX code generation from handwritten mathematical expressions, 

leveraging their robust attention mechanisms to handle complex input-output mappings 

[20]. 
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Figure 2. Overall model architecture of the fine tuning the BERT model 

 

EXPERIMENTAL SETUP 

 

The experiments are conducted in three phases. First, a baseline evaluation is 

performed, where RoBERTa is tested without fine-tuning to establish its initial 

performance. In the second phase, the model undergoes fine-tuning using the labelled 

dataset, focusing on a binary classification objective to distinguish between human-

written and LLM-generated text [21]. Finally, generalization testing is conducted by 

evaluating the fine-tuned model on unseen LLM-generated text to assess its robustness 

and ability to generalize across different domains and language model outputs. 

 

The tools and frameworks utilized in this study include Hugging Face Transformers, 

which facilitated the implementation of distilled BERT model and management of the 

fine-tuning pipeline. TensorFlow is used as the primary deep learning framework for 

model training and optimization. scikit-learn was employed for data pre-processing and 

evaluation metrics, while NLTK supported natural language pre-processing tasks such 

as tokenization, text normalization and stop word filtering. CUDA was leveraged to 

accelerate computations on GPUs, enhancing training efficiency. Additionally, 

TensorBoard was used to monitor the training progress and visualize key metrics 

throughout the fine-tuning process.  
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Hyperparameter optimization is conducted to achieve optimal model performance by 

systematically tuning key parameters. Batch sizes of 16, 32, and 64 are evaluated to 

balance memory usage and training stability. The Tab-2 shows the different model 

complexity, trainable, non-trainable parameters of each setup. This table highlights the 

parameter complexity and size of models used in the study, showcasing the trade-offs 

between lightweight architectures like LSTM and Transformer and the larger fine-tuned 

BERT model. The fine-tuned BERT demonstrates superior performance by fine-tuning 

a small parameter subset, balancing computational efficiency with advanced contextual 

understanding through transfer learning. 

 

Table 2. Parameter complexity and size of models used in the study 

Model Trainable 

Params  

Non-trainable  

Params 

Total 

Params 

Size 

(MB) 

Baseline 3,923,457 – 11,770,373 29.93 

LSTM 4,203,009 – 4,203,009 16.03 

Transformer 4,681,857 – 4,681,857 17.86 

Fine Tuned 

BERT 

98,561 66,362,880 66,461,441 253.53 

 

The model is trained for 3 to 10 epochs, with early stopping applied based on validation 

performance to prevent overfitting. Dropout rates are adjusted between 0.1 and 0.3 to 

further mitigate overfitting risks. The AdamW optimizer is employed with weight decay 

to enhance generalization. To explore the best hyperparameter settings, a grid search is 

conducted, evaluating various parameter combinations.  

 

The optimal configuration is then selected based on validation accuracy and F1-score. 

The final layer of the model is a sigmoid activation function, which outputs probabilities 

for binary classification tasks [22]. This design choice ensures that the model’s outputs 

are interpretable as confidence scores. Cross-entropy loss is utilized as the loss function 

during training, as it is well-suited for binary classification problems, effectively 

penalizing incorrect predictions while emphasizing the correct class probabilities. By 

combining these techniques, the training process is optimized to achieve high 

performance and robustness, balancing accuracy and generalization effectively. 
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Figure 3. Model accuracy during training captured through 15 epochs. 
 

RESULTS AND ANALYSIS 

 

To evaluate the performance of different models, Tab-3 presents the Test AUC and 

Training AUC for each configuration. The results highlight the trade-offs between 

baseline and advanced models. The baseline model, which lacks a transformer block, 

achieves smaller AUC values due to its simpler architecture. Conversely, fine-tuned 

models such as BERT and DebertaV3 leverage transfer learning, significantly 

improving performance by modifying only the newly added layers during fine-tuning.  

 

The fine-tuned BERT model outperforms both the baseline and other models, which 

can be attributed to its ability to leverage rich semantic information learned from 

extensive pretraining on vast internet data. In contrast, the other models rely solely on 

learning from the current input data, limiting their overall performance. 

 

Table 3. Performance of models in terms of AUC (Area Under the Curve). 

Model Test AUC Training  AUC 

Baseline 0.87 0.88 

LSTM 0.88 0.87 

Transformer 0.89 0.87 

BERT 0.92 0.93 

 

EFFICIENCY SCORE 

 

In addition to accuracy, we also compute the model efficiency score which determines 

how much compute time resources are used. The efficiency score of the model is 

calculated to evaluate its performance in terms of both accuracy and computational cost. 

The formula for efficiency is: 
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𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 𝑆𝑐𝑜𝑟𝑒 =  
𝐴𝑈𝐶

𝐵𝑒𝑛𝑐ℎ𝑀𝑎𝑟𝑘 −  𝑀𝑎𝑥 𝐴𝑈𝐶
 +  

𝑅𝑢𝑛𝑡𝑖𝑚𝑒 𝑆𝑒𝑐𝑜𝑛𝑑𝑠

32400
 

 

Here, AUC represents the submission's score on the model on the established objective 

(generated or not), Benchmark is the score used from by the benchmark sample 

submission in LLM/AI Generated Text Detection Competitions , maxAUC is the 

highest AUC among all submissions on the Private Leaderboard, and RuntimeSeconds 

is the time in seconds taken to evaluate the submission. The goal is to minimize the 

efficiency score, striking a balance between model accuracy and runtime efficiency. 

 

Table 4. Efficiency score and scoring time for experimental models. 

 

Model AUC Scoring Time Efficiency Score 

Baseline 0.872814 1447 -1.74345 

LSTM 0.886480 1026 -1.78554 

Transformer 0.89991 1675 -1.79327 

BERT 0.92332 1835 -1.54321 

 

The efficiency scores in Tab-4 show that while the fine-tuned BERT model achieves 

the highest accuracy (AUC of 0.92332), its computational cost is significantly higher 

compared to other models. For instance, the LSTM model demonstrates a good balance 

between computational cost and accuracy, making it a viable option for applications 

with limited computational resources. 

 

CONCLUSION 

 

This study presents a robust and effective methodology for detecting text generated by 

large language models (LLMs) using a fine-tuned, distilled BERT model. By leveraging 

BERT’s deep contextual understanding and transfer learning capabilities, the proposed 

approach achieves significant accuracy and robustness in distinguishing between 

human-written and machine-generated text. The results highlight the superior 

performance of the fine-tuned BERT model compared to baseline approaches, 

including Multi-Layer Perceptrons (MLPs), Long Short-Term Memory (LSTM) 

networks, and transformer blocks. 

 

Key innovations in this research include the use of diverse datasets, domain-specific 

fine-tuning, and adversarial training to address the challenges posed by increasingly 

sophisticated LLM outputs. These techniques enable the model to generalize effectively 

across different domains and adapt to evolving LLM architectures, making it a valuable 

tool for maintaining trust and integrity in digital communication. 

 

The findings emphasize the potential applications of this detection system in combating 

misinformation, safeguarding academic integrity, and promoting ethical AI usage. 
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Moreover, the efficiency and scalability of the fine-tuned BERT model position it as a 

practical solution for real-world deployments. 

 

As LLMs continue to advance, this study lays the groundwork for further research, 

including enhancements in multimodal detection, real-time processing, and adversarial 

robustness. By addressing these avenues, future developments can strengthen 

automated text authenticity verification systems, fostering a more secure and 

transparent digital ecosystem. 

 

FUTURE ENHANCEMENTS 

The detection of large language model (LLM)-generated text is an ever-evolving 

challenge, driven by the continuous advancements in AI and natural language 

processing. While this study demonstrates the efficacy of a fine-tuned, distilled BERT 

model for distinguishing between human-written and machine-generated text, several 

opportunities for future enhancements remain. 

Integration of Multimodal Data 

Future research could explore integrating multimodal data, such as combining textual 

information with images, videos, or metadata. This approach could strengthen detection 

models in scenarios where LLMs are used in conjunction with other content generation 

tools, such as creating multimodal content for social media or marketing purposes. 

 

Exploration of Advanced Architectures 

Recent innovations in transformer architectures, including models like GPT-4, 

DeBERTa, and T5, could be fine-tuned and compared to BERT for LLM-generated text 

detection. Exploring hybrid architectures, which combine the strengths of transformers 

and traditional models like LSTMs, could also offer performance gains. 

 

Real-Time Detection Systems 

Implementing lightweight, real-time detection systems optimized for deployment on 

edge devices and resource-constrained environments could expand the practical 

applicability of this research. Techniques such as model quantization and pruning may 

help balance accuracy with computational efficiency. 

 

Adversarial Robustness 

Future models should focus on enhancing adversarial robustness to counter increasingly 

sophisticated LLM-generated text that may intentionally mimic human writing styles 

or evade detection through obfuscation techniques. This could involve creating larger 

and more diverse adversarial datasets for training. 

 

Domain-Specific Enhancements 

Tailoring detection models for specific domains, such as academia, journalism, or social 

media, could further improve accuracy. Domain-specific fine-tuning and dataset 

augmentation could address the nuances and unique challenges of each application area. 
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Explainability and Transparency 

Enhancing the interpretability of detection models is crucial for building trust in their 

results. Future work could focus on developing explainable AI (XAI) techniques to 

provide clear insights into how models identify machine-generated text, making them 

more accessible and acceptable to end-users. 
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